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Academic community Switzerland
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SWITCHengines
Customer tailored computing and storage performance for 
universities, research and teaching – further developed in the 
SCALE-UP project mandated by swissuniversities.

Your benefits
• Your data in Switzerland
• Integrated network and security
• Support for academic use cases 
• Simple administration and billing
• Created together with you

Customers
• Universities
• Research 

institutions
• eLearning Center
• University hospitals
• Spin-Offs

Services
• SWITCHengines (IaaS)
• Virtual Private Cloud (VPC)
• SCALE-UP (academic project)
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Disclaimer



© 2019 SWITCH | 5

https://www.pexels.com/photo/ethernet-internet-network-router-2259948/
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We are building a cloud
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Software
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But wait, there’s more
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Storage
1280 TB raw

Compute
448 Cores
3.5 TB RAM
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Datacenters in Zurich and Lausanne
10
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Now

Physical servers: ~ 400
CPU cores: 4076 (physical cores)
Memory: ~ 32 TB
Storage: ~ 10 PB (Ceph SATA) / ~ 1400 Disks 

~ 100 TB (Ceph SSD) / 50 NVMe
GPU: 8 Titan XP 

16 T4
34 P100

Network: 26 Cumulus Linux 40 & 100Gbs switches
Dual 10 Gbs; upgrading to 100 Gbs (Q2 2019)
L2 tunnel to campus networks (VPC)
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Neutron Networking

• Took us 2 years to get a default IPv6 address to a newly 
started VM

• Still some manual work required for IPv6 routed internal 
private networks
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VMs with global routed IPv6
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Complex SDN Setups
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Evolution
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Ceph – Software Defined Storage

• IPv6 from the beginning
• No *) problems

*) almost
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Brocade L2 Switches

• Clear IPv6 neighbour caches (manually)
• Otherwise machines would loose connectivity

Which is bad in a storage cluster
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Hard problems

• Random (huge) performance problems on random VMs 
(with big amount of IOPS)

Nothing seems to work

Blame the running Bluestore migrationsAttract “Management Attention”

Spend 2 Weeks trying to reproduce it

Start sniffing the network

Ask the people at CERN
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Reproducibility

We found that the TCP traffic from the 
writing VM (the sender) to an OSD (the 
receiver) was limited to one 512-byte 
TCP segment every 200 ms

Install new Kernel 
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KVM / libvirt

• Talks IPv6 to Ceph Storage Cluster
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Law of Constant Pain
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Networking in K8s

•Pods support IPv4 & IPv6 – it just works
•Internal K8s Services only work with 
IPv4 (even though it is claimed that IPv6 
is supported)

=> Run everything in IPv4
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The day we shut IPv4 down

• The day we shut of IPv4 outbound connectivity in one of our 
clusters

• And everything continued to work
• For hours and hours
• Until Kubernetes evicted a number of pods (Because k8s 

can be stupid)
• And tried to rebuild the images
• And we discovered:
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What about the users
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Enduser IPv6



Working for a better digital world


